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Image Captioning
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A person holding a book with a bird sitting on the book.
—MAEE AN, F—R/PEUEE L

Una persona sostiene un libro con un pajaro que se sienta sobre el libro
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Cross lingual image captioning

* Goal: To generate relevant and fluent captions in a target language with

minimal human effort

cross-lingual
Image captioning
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\(a girl enjoying the lake)
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(a girl and one with some swim)
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Related Work

* Monolingual 1mage captioning
* Deep learning: Encoder + Decoder (CNN+RNN)

* Cross-lingual image captioning
* Generate captions base on both image and captions in source language
(Elliott et al., 2015)

* Crowd sourcing to collect Japanese descriptions of the MSCOCO (Miyazaki
and Shimizu, 2010)

* Machine Translation (Li, ICMR2016)



Related Work

* Cross-lingual image captioning
* Machine Translation (Li, ICMR2016)
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Machine-translated sentences are not fluent

A person holding a book W1th a bird 51tt1ng on the book.

FEAHM A SARES EHA
Una persona que sostiene un libro con un pajaro sentado en el libro.
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Our Approach

* Fluency-guided cross-lingual image captioning

(A person holding a book with a bird sitting on the book)
; EE— A — RS EIA Not Fluent
(A small bird sitting on top of an open book)
. — RN ARE—RFTH ) — Fluent
Sentence
Image | Estimated
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Sentence Fluency Estimation
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(A person holding a book
with a bird sitting on the book)
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A four-way LSTM based classifier

Sentence EH AP —HERER EA — Fluency Estimation Model |—

A person holding a book with a bird sitting ... ——{ Fluency Estimation Model |—
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Sentence Fluency Estimation Results

English sentences Chinese sentences Estimated fluency
SCores

The two large elephants are PR R G IE B E B | 0.803

standing in the grass

The young man in the blue shirt is W AT A2 R N IEEFT MER 0.624

playing tennis

A group of people riding skis in —RENAEAATT IR I S v 5 il 0.117

their bathing suits

A sports arena under a dome with ~ —™MEEIE T — MR NHFEE 0.060

snow on it



Image Captioning Model

* CNN + RNN framework [Vinyals, CVPR2015]

* Training loss 1s the sum of the negative log likelthoods of the next correct word at

each step.

CNN
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Fluency-Guided Training



Fluency-Guided Training
Strategy I: Fluency only

(A small bird sitting on top of an open book)
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| Fluency-Guided Training

Strategy II: Rejection sampling

* Allow the sentences classified as not fluent to be used for training with a certain

chance i

(A small bird sitting on top of an open book) 0.9

— NS AR AT R R

Fluent
(A person holding a book with a bird sitting on the book) 0.2
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Fluency-Guided Training
Strategy I1I: Weighted loss

* Cost-sensitive learning
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(A small bird sitting on top of an open book)

0.9
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(A person holding a book with a bird sitting on the book)
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Datasets and Experiments



Developing test set

* Manually translating sentences in test set as ground truth
* Providing both English sentence and corresponding image

* To eliminate ambiguity and translate referring to the image

BERGR

LFTA P xirong, FH 4993 FEX A FHHIF

AF45: COCO_val2014_000000000428.jpg#0

F I A)F: close up of a child next to a cake with balloons

HREIF: A — R TFFAN— 1 EESSK

EARB I A FAZAINM B A BT EIE. TR X8, thin|
footbal AT Fe i BRE B EK, LAY MARTEE F WA H B
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Two Bilingual (English-Chinese) Datasets

* Extending Flickr8k and Flickr30k to bilingual version (English + Chinese)

Download: https://github.com/li-xirong/cross-lingual-cap

Flickr8k-cn Flickr30k-cn
Train Validation | Test Train Validation | Test
Images 6,000 1,000 1,000 29,783 1,000 1,000
Machine-translated Chinese sentences | 30,000 5,000 - 148,915 5,000 -
Human-translated Chinese sentences | - - 5,000 - - 5,000
Human-annotated Chinese sentences | 30,000 5,000 5,000 - - -



https://github.com/li-xirong/cross-lingual-cap

Experiments

Chinese N =N
Captioning [ Fl— H Ak
' Model fEF LA
* Baselines:
1. Late translation|Li, ICMR2016]
2. Late translation rerank Captioning Model
3. Without fluency |
4. Manual Flickr8k-cn A person holding a book with a bird sitting on the book

A small bird sitting on top of an open book

* Proposed approaches: l
1. Fluency-only

Machine translation

2. Rejection sampling
3. Weighted loss l
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Automatic Evaluation Results

e [ .ate translation 1s not effective
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Automatic Evaluation Results

* Rejection sampling and Weighted loss are able to preserve relevant information
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Human Ewvaluation

* Automatic evaluation is insutficient to guarantee the overall tluency

* Annotators rate the sentences using a Likert scale of 1 to 5 (higher is
better) 1n two aspects, namely relevance and fluency
* Sentences generated by distinct approaches are shown together

* Sentences randomly shuffled before presenting to the annotators



Human Ewvaluation Results

* Rejection sampling achieves the best balance between relevance and

fluency
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Human Ewvaluation Results

* Rejection sampling achieves the best balance between relevance and
fluency, without the need of manual written Chinese captions.
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Conclusion

Fluency-guided framework

* Tackling cross-lingual image captioning with minimal manual

annotation effort

* Capable of generating relevant and fluent captions in target language

https://github.com/li-xirong/cross-lingual-cap

bluey@ruc.edu.cn
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